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1. What is Machine Learning?



(2
b

{
[

Machine Learning

* Machine learning is a field of computer science that v atistical
techniques to give computer systems the ability tQ "Iearn with data

without being explicitly programmed
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Machine Learning

Description of work-related injury of someone
“I cut my fingers while chopping vegetables”

Is this person a cook or a statistician?




Machine Learning
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Machine Learning

What humans know from experiences, machines can learn from data
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What is difference from “traditional”
statistical method?

“Traditional” _ Machine
statistical learning
method | ] method

|

Logistic Regression
Decision Tree

Linear Regression

Support Vector Machine
Random Forest
Gradient Boosting
Neural Network

Deep Learning
UNECE
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What is difference from “traditiona
statistical method?

Linear regression Gradient boosting
y =PBo + P1x R
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What is difference from “traditiona
statistical method?

Linear regression Gradient boosting
Yy =Po+P1x
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What is c

statistica

ifference from “traditiona

method?

Linear regression

A

y =Bo+ P1x
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Gradient boosting
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What is c

statistica

‘II

ifference from “traditiona
method?

Linear regression Gradient boosting
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Yy =Bo+p1x A .
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2. Why Machine Learning?



Machine Learning , why now?

Data

Methodology Technology

@ A Maximum
Margin Positive
Hyperplan:

Maximum
Margin™

Hyperplane Hidden Layer 2

Hidden Layer |

Support
Vectors

Conolulions Bibsampling Corroisors Subsamplirg  Fully connected



Machine Learning , why now?
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s it for official statistics....?

UNECE HLG-MOS Machine UK ONS-UNECE
Learning Project Machine Learning Group

2019-20
( ) (2021) 250+ members
[ w2021 Group | around 33 countries

| | | | [ [ ]
i 38 pilot studies &
s W‘I')rtk St:‘rea’;‘ 3 | Work Stream 4 Wt:rkFStmam :
e‘:;‘;iiuft: § agj,:m'::;n Quality of training data qs”a “:h 3
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[] ] Coming up
g UK ONS-UNECE
Machine Learning Group 2022
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3. How can machine learning
help official statistics?



Machine learning for official statistics

Why?

"Any (ndustry with very large
amounts of data — so much that
humans can't possibly analyz[s]e or
understand it on their own — can
utilize Al”

Gartner 2017

© Satellite imagery copyright Google

: . . Y@ Office for
datasciencecampus.ons.gov.uk | datasciencecampus@ons.gov.uk | @DataSciCampus ‘ aNatimalstatistics
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Machine learning and big data

Big data — data type Machine learning — method

/ t
Big data can be
analysed without

machine learning Machine learning is useful and
(although not ideal) can be a “must” for big data

Machine learning
can be used for non-
big data
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Statistical production process

Statistical

Inputs production
process

(43) UNECE
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Statistical p

Overarching Processes

roduction process

Specify needs Design Build Collect Process Analyse Disseminate Evaluate
14 21 P b 1 54 Bl = B
! 5 Create frame and S Prepare draft Update output ‘Gather evaluation
Identify needs Design outputs  collection soloct stmple Integrate data perbe srstems o
instruments
32 1.2
i emd s Reuse or busild 42 62 Produce 82
iz e < proc and Set up collection Validate outputs dissemination Conduct evaluation
o Iy P products
33 7.3
I l 13 6.3 83 q
I utS q 23 Reuse or build 4.3 5.3 Manage release of O utp utS
I Es‘:;ﬁ:"ﬁf:’““" Design collection dissemination Run collection Review and validate . m;"’;"‘d dissemination A”*p‘.:'n“““
components products
74
24 34 6.4
14 44 54 Promote
Identify concepts u“'“l':":‘": and c°'“| niﬁ Finalise collection Edit and impute MD': :::s:xure dissemination
products
15 25 35 55 65 7.5
Check data Design processing Test production Derive new ansé outputs Manage user
availability and analysis systems variables and units support
56
16 : . 36
Design production 5.6
Prepare and submit Test statistical
business case symml l::um business process A
a7 5.7
Finalise production Calculate
systems aggregates
58
Finalise data files
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Generic Statistical Business Process Model (GSBPM)




Machine learning — application areas

5.2
Classify and code

el
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International Standard Industrial
Classification of All Economic
Activities (ISIC), Rev.4

According to Purpose (COICOP) 2018

Wi cover publicaton,pre-sdtd fext subjec 0 offical et g

Survey of Occupational Injuries and llinesses

Example Narrative
Job title: sanitation worker

What was the employee doing just Codes Assigned
before the incident?

mopping floor in gym

Nature: 111 (Fracture)
What happened? Part: 420 (Arm)
slipped on water on floor and fell Event: 422 (Fall, slipping)
Source: 6620 (Floor)

What part of the body was affected? Secondary: 9521(Water)

fractured right arm

What object directly harmed the

employee?
wet floor
2 — LS. BUREAU OF LABCR STATISTICS + bis.gav 2 #
=BLS

ML Project Coding Pilot Study from U.S.
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earning — application areas

Overarching Processes

Specify needs Design Build Collect Process Analyse Disseminate Evaluate
14 21 S 24 51 st 1 a
= Create frame and Prepare draft Update output ‘Gather evaluation
Identify needs Design outputs collection saloct stmple Integrate data oulpikts presrie, Suls
.= = p 42 62 Proa 8.2
Consult and Design variable Reuse or build % st
gl processing and Set up collection Classify and code Validate outputs dissemination Conduct evaluation
confirm needs descriptions analysis components ) icts
~—
L 23 Rmm3 :r build 43 ‘ 53 . Hnnune?r:lease of s
Es?g?ﬁgw Design ¢ Run collection Review and validate . :‘p::;]”’; and dissemination ““’*pﬂ'n"'m“
components y products
= = 4
24 34 6.4
14 44 54 2 Promote
Identify concepts n“"&;’:ﬂe and c“"n"f"mf’ Finalise collection ‘ Edit and impute M“ﬂ:ﬁf’“’e dissemination
| products
15 25 35 X 65 7.5
Check data Design processing Test production Derive new quséout i Manage user
availability and analysis systems variables and units o support
2.6
16 36
Design p Y 56
Prepare and submit Test
systems and = Calculate weights
business case e business process
37 5.7
Finalise production Calculate
systems aggregates
5.8
Finalise data files

Areas with manual, repetitive works can be
automated with help of machine learning
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Machine learning — application areas

Objective of this Imagery Pilot Project (Practical Application)

Expand the use of imagery data in the production of official statistics through the further
development of knowledge and sharing of ML solutions and practices.

o Annual Satellite Image - . Annual classifications in
Training Summary Machine Learning Non-Census years
P - R i I \
e S \
2010 Census 2010 Imagery A Urban and Non-Urban Classes
(Random Sample)

2. INEGI | Imagery Pilot Project

ML Project Imagery Pilot Study from Mexico

1,975,719 (1km x 1km) grid cells




Machine learning — application areas

1,975,719 (1km x 1km) grid cells

Objective of this Imagery Pilot Project (Practical Application)

Expand the use of imagery data in the production of official statistics through the further ......... 40) OOO done by h U| I Ia n
o Annual Satellite Image - . Annual classifications in .........
Training Summary Machine Learning

development of knowledge and sharing of ML solutions and practices.

Non-Census years

2010 Census 2010 Imagery ¢ : Urban and Non-Urban Classes
(Random Sample)

2 INEGI Ilmagery Pilot Project BEEEREREE
HEEEEEEREN

ML Project Imagery Pilot Study from Mexico T T T T T 1]
EEEEEEEER
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Machine learning — application areas

1,975,719 (1km x 1km) grid cells
Objective of this Imagery Pilot Project (Practical Application)
Expand the use of imagery data in the production of official statistics through the further ......... 40; OOO done by h u ma n

development of knowledge and sharing of ML solutions and practices.

Annual Satellite Image Annual classifications in

Training Summary Machine Learning Non-Census years

based on this data

o

2010 Census 2010 Imagery < | Urban and Non-Urban Classs .......... 1, 9 3 5, 7 1 9 d O n e by M L

(Random Sample)

: INEGI ‘ Imagery Pilot Project

2

ML Project Imagery Pilot Study from Mexico



Machine learning - quality implications

United Nations National Quality Assurance Framework quality principles
and supporting Fundamental Principles of Official Statistics
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Level A: Managing the statistical system

1: Coordinating the national statistical system * .
P ———— NG BG Quality Framework for

3: Managing statistical standards * . . .
Statistical A|g0r|thm5

4 Assuring professional independence O * (0]

5: Assuring impartiality and objectivity #* [0 OO O (@] . .

6 Assuring transparency * (o] o TI m e I I n e S S

?:Ass_uring statistical confidentiality and data *

security

8: Assuring commitment to quality * g AC C u ra Cy

9 Assuring adequacy of resources 8]

:
rrr—— T T S5 * Cost-effectiveness
11: Assuring cost-effectiveness #* &)

e B * Explainability
13: Managing the respondent burden *

* Reproducibility

14: Assuring relevance * @] O

15: Assuring accuracy and reliability * (o]

16: Assuring timeliness and punctuality * o]

17: Assuring accessibility and dlarity * &)

18: Assuring coherence and comparability * (@] )
19: Managing metadata * (@]

UN National Quality Assurance Framework




Machine learning - quality implications

United Nations National Quality Assurance Framework quality principles
and supporting Fundamental Principles of Official Statistics
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Level A: Managing the statistical system

1: Coordinating the national statistical system * .
P ———— NG BG Quality Framework for

3: Managing statistical standards * . [ .
Statistical A|g0r|thm5

4 Assuring professional independence O * (0]

5: Assuring impartiality and objectivity #* 0 QG O o . °

sl eipmy = o  Timeliness

?:Ass_uring statistical confidentiality and data *

security

8: Assuring commitment to quality * g Ac c u ra Cy

9 Assuring adequacy of resources 8]
.
= . o 5 e Cost-effectiveness

o

11: Assuring cost-effectiveness

Explainability
Reproducibility

*
12: Assuring appropriate statistical
procedures * o

*

13: Managing the respondent burden

Level D: Managing statistical cutputs °

14: Assuring relevance * @] (0]

15: Assuring accuracy and reliability * (o]

16: Assuring timeliness and punctuality * o]

17: Assuring accessibility and dlarity * &)

18: Assuring coherence and comparability * (@] )
19: Managing metadata * (@]

UN National Quality Assurance Framework




Machine learning - quality implications

Timeliness Accuracy

Some benefits of AIR

B Reduced Desktop Canvassing Monitoring Demolition Permits

ok D g

Canvasser = ~1,000 in 5 days

All of Australia .. # correctly predicted
Prediction error = Y P

é
1 # total
MASZARNEES B
SUBEHANESE g St
CPEEERT EEY § o 1z 3 4 o
AIR = ’“850,000 in 5 days 0 Quarters since demolition permit

11/5/20




Machine learning - quality implications

Timeliness Accuracy

Some benefits of AIR

Bureau - -
Machine Learning vs. Manual Process
) s :
% Reduced Desktop Canvassing Monitoring Demolition Permits 100 Accuracy
4 B 90 88.2 82 87.4 g4

- | B g ] @ All of Australia 80 74.3 683

® k L. ] .

A L~ <y E 70 61.7 658 g7
T ' & @ 60 52.2

Canvasser = ~1,000 in 5 days £ o7 50 .

g 4
s s "
NASTAMSIRER 3 o] 30
BN EHNESE £ 2 2 & ° B
- E o
QPRESDEERER 8 1?)
o . i Quarters since demolition permit
AIR = ~850,000 in 5 days Occupation Nature Part Event Source
H Computer HOHuman
£ 4 — U.S. BUREAU OF LABOR STATISTICS - bis.gov —gBI.S
=

ML Project Imagery Pilot Study from Australia ML Project Coding Pilot Study from U.S.
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Machine learning - quality implications

Explainability
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Introduction to Quality Framework for Statistical
Algorithms (QF4SA) in Session 1.2
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Machine learning for official statistics

Some final remarks
* ML can be used not only for big data but also for non-big data
* There are advanced methods, but simple methods work well too

* Depending on use case, different emphasis on different quality
dimensions

* Sharing and collaboration is key to facilitating ML

.'\.



Q%F‘: .é'

L‘.-“

|
1

Thank you for your attention
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Resources

{ Machine Learning for Pages
E8Y il sttisties

Machine Learning for Official Statistics Home
@ Pages [ oy Inung fed on 07 22

Machine Learning for Official
Statistics Wiki: all reports, pilot
studies, codes, learning
resources, etc.

PAGE TREE

> HLG-MOS Machine Learning Project
> Studies and Codes

> Leaming and Training

* Machine Learning Group 2021

< Machine Loring Group 2221 Wi oo

i ] L
ar~° Machine Learnin
5o} 3 for Official Statistics
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HLG-MOS Machine
Learning Project
(2019-20)

New ONS-UNECE
Machine Learning
Group 2022

The international efforts for advancing
the use of ML for official statistics
continue in 2022

ONS-UNECE Machine
Learning Group 2021

Building on the work of the ML Project
(2019-2020), the UK ONS, in
partnership with the UNECE, launched
Machine Leaming Group 2021

It consisted of 5 Work Streams and
conducted various knowledge sharing
activties

Studies and codes

Learning and training

Machine learning is widely used in
many areas and there is certainly not
lack of resources. Check out learning
materials produced or recommended
by HLG-MOS ML project team

You can search ML studies using ftter
such as method (e.q. neural network
fasttext). programme Ianguage (e.g.
python, R) or availabilty of the codes

The project launched in 2019 attracted
more than 100 experts around the
world. All the project outputs are made
publicly available

Do you have a study that you want to
share with community? Feel free to
senditto ust

Click here for more information i
lick here for more information Click here for more information

Click here for more information

lick here for more information lick here for more information

UNECE

e Learning
| Statistics

UNECE publication on
Machine Learning for
Official Statistics

UNITED NATIONS



https://statswiki.unece.org/display/ML/Machine+Learning+for+Official+Statistics+Home
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